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ESNet Today 
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Data Movement in 2000 
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Data Movement in 2009 
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•  High-performance, secure data transfer 
protocol optimized for high-bandwidth wide-
area networks  

•  Backward compatible extension of legacy 
FTP 

•  Globus GridFTP 
–  Performance 
–  Reliability 
–  Security 

GridFTP 

6 



www.globustoolkit.org 

Parallel Streams and Cluster-to-
Cluster Data Movement 
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GridFTP over UDT 
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SSH-based GridFTP 
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•  Synchronize datasets 
•  Only transfer files where the destination does 

not exist or differs (size, timestamp, 
checksum) from the source 

•  ‘-sync-level’ 
–  0 - transfer if the destination does not exist 
–  1 - transfer if the size does not match  
–  2 - transfer if timestamp of destination is older  
–  3 - transfer if the checksums do not match. 
–  The default sync level is 2. 

 

Sync 
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GridFTP Servers Around the World 
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Created by Tim Pinkawa (Northern Illinois University) using MaxMind's 
GeoIP technology (http://www.maxmind.com/app/ip-locate).  
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GridFTP Transfers 
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Globus Connect 

www.globusonline.org 
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•  GT5.2 to have native packages for RedHat, 
RHEL, Fedora, CentOS, Scientific Linux, 
Debian, Ubuntu 

•  Released two alphas 
•  Release testing third alpha (GT5.1.1) 

–  GridFTP, MyProxy, GSI-OpenSSH 
–  CentOS 5, Fedora 13 and 14, RedHat 5, Scientific 

Linux 5.5 and Debian 
•  GT5.2 – end of summer 

Native Packaging 
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Globus Connect Multi-User 
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100G Network 
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OpenFlow 
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Figure 2: Example of a network of OpenFlow-
enabled commercial switches and routers.

as under the control of a particular researcher (e.g., by a
policy table running in a controller) could be delivered to a
researcher’s user-level control program which then decides if
a new flow-entry should be added to the network of switches.

3. USING OPENFLOW
As a simple example of how an OpenFlow Switch might be

used imagine that Amy (a researcher) invented Amy-OSPF
as a new routing protocol to replace OSPF. She wants to
try her protocol in a network of OpenFlow Switches, with-
out changing any end-host software. Amy-OSPF will run in
a controller; each time a new application flow starts Amy-
OSPF picks a route through a series of OpenFlow Switches,
and adds a flow- entry in each switch along the path. In her
experiment, Amy decides to use Amy-OSPF for the traffic
entering the OpenFlow network from her own desktop PC—
so she doesn’t disrupt the network for others. To do this,
she defines one flow to be all the traffic entering the Open-
Flow switch through the switch port her PC is connected to,
and adds a flow-entry with the action “Encapsulate and for-
ward all packets to a controller”. When her packets reach
a controller, her new protocol chooses a route and adds a
new flow-entry (for the application flow) to every switch
along the chosen path. When subsequent packets arrive at
a switch, they are processed quickly (and at line-rate) by
the Flow Table.

There are legitimate questions to ask about the perfor-
mance, reliability and scalability of a controller that dynam-
ically adds and removes flows as an experiment progresses:
Can such a centralized controller be fast enough to process
new flows and program the Flow Switches? What happens
when a controller fails? To some extent these questions were

addressed in the context of the Ethane prototype, which
used simple flow switches and a central controller [7]. Pre-
liminary results suggested that an Ethane controller based
on a low-cost desktop PC could process over 10,000 new
flows per second — enough for a large college campus. Of
course, the rate at which new flows can be processed will de-
pend on the complexity of the processing required by the re-
searcher’s experiment. But it gives us confidence that mean-
ingful experiments can be run. Scalability and redundancy
are possible by making a controller (and the experiments)
stateless, allowing simple load-balancing over multiple sep-
arate devices.

3.1 Experiments in a Production Network
Chances are, Amy is testing her new protocol in a network

used by lots of other people. We therefore want the network
to have two additional properties:

1. Packets belonging to users other than Amy should be
routed using a standard and tested routing protocol
running in the switch or router from a “name-brand”
vendor.

2. Amy should only be able to add flow entries for her
traffic, or for any traffic her network administrator has
allowed her to control.

Property 1 is achieved by OpenFlow-enabled switches.
In Amy’s experiment, the default action for all packets
that don’t come from Amy’s PC could be to forward them
through the normal processing pipeline. Amy’s own packets
would be forwarded directly to the outgoing port, without
being processed by the normal pipeline.

Property 2 depends on the controller. The controller
should be seen as a platform that enables researchers to im-
plement various experiments, and the restrictions of Prop-
erty 2 can be achieved with the appropriate use of permis-
sions or other ways to limit the powers of individual re-
searchers to control flow entries. The exact nature of these
permission-like mechanisms will depend on how the con-
troller is implemented. We expect that a variety of con-
trollers will emerge. As an example of a concrete realization
of a controller, some of the authors are working on a con-
troller called NOX as a follow-on to the Ethane work [8].
A quite different controller might emerge by extending the
GENI management software to OpenFlow networks.

3.2 More Examples
As with any experimental platform, the set of experiments

will exceed those we can think of up-front — most experi-
ments in OpenFlow networks are yet to be thought of. Here,
for illustration, we offer some examples of how OpenFlow-
enabled networks could be used to experiment with new net-
work applications and architectures.

Example 1: Network Management and Access Con-
trol. We’ll use Ethane as our first example [7] as it was
the research that inspired OpenFlow. In fact, an OpenFlow
Switch can be thought of as a generalization of Ethane’s
datapath switch. Ethane used a specific implementation of
a controller, suited for network management and control,
that manages the admittance and routing of flows. The ba-
sic idea of Ethane is to allow network managers to define a
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RDMA over WAN 
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Challenges 
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•  Growing disparity between network speeds 
and file system characteristics 

•  Parallel file systems typically optimized for 
massively parallel local access  

•  End systems with increasing core counts 
•  Effectively utilize programmability in the 

network 
•  Highly parallel, coordinated data movement  
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Data Movement in 2009 
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End System Disparity 
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Parallel Streams 
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Multi-pathing 
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Concerted Flows: Infrastructure for Terabit/s Data Transfer

nections between Site A and Site B. “Network parallelism” can be exploited by using both the connections,

assuming three streams can be split efficiently at the appropriate granularities. Without network topology

awareness, it is quite possible that only the 1 Gbps connection is used for a transfer between Site A and

Site B.

Figure 6: Networks to illustrate multi-path routing.

Our preliminary work on multi-pathing in GridFTP [38] shows that multi-pathing can provide significant

improvements in performance. The experiments were carried out across five geographically distributed sites:

BMI, a memory/storage cluster in the Department of Biomedical Informatics at the Ohio State University;

ST, the Starlight site in Chicago; JA site in Japan which is a part of the Japan Gigabit Network II (JGN2)

project; ORNL, and Argonne. Table 3 shows the bandwidths in Mbps (Megabits per second) between pairs

of sites. Figure 7 compares the performance of a file transfer from BMI to JA using the direct path, with the

case when the file is split at BMI and sent across two independent paths, BMI-ORNL-JA and BMI-ST-JA.

The results show that with multi-pathing, performance improves by up to 55%.

Figure 7: Performance improvement due to multi-pathing

by employing the paths BMI-ORNL-JA and BMI-ST-JA in

parallel as compared to using the default path BMI-JA.

In some cases, the aggregate bandwidth could

sometimes even decrease by employing multiple

paths. An example of a setting with a shared

link is illustrated in Figure 8. In this setting,

two paths, Source1-r1-Destination and Source2-r2-

Destination, can be used simultaneously to trans-

fer data. If the existence of the shared link r1-

Destination is oblivious to the multi-pathing deci-

sion algorithm, then it will choose to split a file of

size, for example 6 GB, into two parts: one of size

5 GB which is transferred along the path Source1-

r1-Destination, and the other of size 1 GB which is

transferred along the path Source2-r2-Destination.

Since the router r1 can only sustain a bandwidth of

40 Gbps, the flow along the path Source1-r1-Destination will saturate r1. In that case, the two flows are

effectively serialized, requiring two seconds to transfer the file. The aggregate bandwidth, therefore, is 25

Gbps. On the other hand, a multi-pathing decision, which incorporates the knowledge of the existence of r1,

can choose to send the entire flow along the path Source1-r1-Destination, thereby getting a throughput of 40

Gbps.
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Multi-Pathing 
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Protocol Selection 
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•  Protocols are different for a reason 
– Some designed for dedicated networks and are 

aimed at the greedy acquisition of bandwidth; 
– Others are designed to coexist with the traffic of 

multiple users in a shared network 
•  Identify the best protocol for a given transfer  

– Network type (shared or dedicated, IP or non-IP) 
– Network activity (under-utilized or over-utilized)  
– Capabilities of endpoints (network interface etc)  
– Application behavior 
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Auto-tuning 
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•  Network condition change rapidly 
•  Optimization parameters have to be changed 

accordingly 
– Number of parallel streams 
– Number of data movers 
– Buffer sizes 

•  Even change the transport protocol itself 
•  Sophisticated auto-tuning/decision making 

algorithms 
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End Systems 
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•  Interrupt affinity 
–  Interrupt processing done by processor to 

which the interrupt is physically bound 

•  Thread affinity 
– Application thread bound to processor 

where Interrupt processing of network 
traffic occurs.  

•  Memory affinity 
– Memory used by an application thread is 

allocated on the memory bank with the 
lowest access latency 
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Small files 
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•  Even though application data sets continue to 
increase, most file sizes are small  
– The average file size on the OLCF parallel file 

systems is only 14.8 megabytes 
–  Dark Energy Survey expects to have a median file 

size of approximately 150 KB 
–  Climate datasets are characterized by tens of 

thousands of small files 
•  As network speed increases, these files are 

going to look even smaller 
– Sophisticated techniques to get transfer rates 

close to network speeds for small files. 
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